A computational model for solving problems from the Raven’s Progressive Matrices intelligence test using iconic visual representations
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Abstract

We describe a computational model for solving problems from Raven’s Progressive Matrices (RPM), a family of standardized intelligence tests. Existing computational models for solving RPM problems generally reason over amodal propositional representations of test inputs. However, there is considerable evidence that humans can also apply imagery-based reasoning strategies to RPM problems, in which processes rooted in perception operate over modal representations of test inputs. In this paper, we present the “affine model,” a computational model that simulates modal reasoning by using iconic visual representations together with affine and set transformations over these representations to solve a given RPM problem. Various configurations of the affine model successfully solve between 33 and 38 of the 60 problems on the Standard Progressive Matrices, which matches levels of performance for typically developing 9- to 11-year-old children. This suggests that, for at least a sizeable subset of RPM problems, it is not always necessary to extract amodal symbols in order to arrive at the correct answer, and iconic visual representations constitute a sufficient form of representation to successfully solve these problems. We intend for the affine model to serve as a complementary computational account to existing propositional models, which together may provide an integrated, dual-process account of human problem solving on the RPM.
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1. Introduction

Raven’s Progressive Matrices (RPM) is a collection of widely-used standardized intelligence tests consisting of analogy problems in which a matrix of geometric figures is presented with one entry missing, and the correct missing entry must be selected from a set of answer choices. Figs. 1 and 2 show examples of two-by-two (2 × 2) and three-by-three (3 × 3) matrix problems, respectively, which are similar to actual RPM problems.¹

There are currently three published versions of the RPM: (1) the original Standard Progressive Matrices (SPM), (2) the Advanced Progressive Matrices (APM), developed as a more difficult test to reduce the ceiling effects sometimes found with the SPM, and (3) the Colored Progressive Matrices (CPM), intended as a simpler test than the SPM to be used with children, the elderly, or other individuals falling into lower IQ brackets (Raven, Raven, & Court, 2003). For the remainder of this paper, we use the term RPM to refer to the above family of tests, and we use the labels SPM, APM, and CPM to refer to specific members of the test family.

* Corresponding author.
E-mail addresses: mkunda@gatech.edu (M. Kunda), keith.mcgreggor@gatech.edu (K. McGreggor), goel@cc.gatech.edu (A.K. Goel).

¹ To protect the confidentiality of the RPM, we present example problems that are similar, but not identical, to actual test problems.
The RPM tests were originally designed to measure only eductive ability, or the ability to extract and understand information from a complex situation, which is sometimes referred to as “fluid intelligence” (Raven et al., 2003). They were intended to be used together with the Mill Hill Vocabulary Scales, which measure reproductive ability, or the ability to recall previously learned information, sometimes called “crystallized intelligence.” Together, these two tests would provide a measure of Spearman’s general intelligence factor g, which Spearman had supposed could be decomposed into eductive and reproductive components (Spearman, 1923). However, over time, it was found that the RPM alone exhibited a very high level of correlation with other intelligence tests, leading the RPM to become widely considered one of the best single psychometric measures of g (Snow, Kyllonen, & Marshalek, 1984).

Using the RPM as a measure of general intelligence, though it consists only of problems in a single, visual format, stands in contrast to using broader IQ tests like the Wechsler scales, which are comprised of subtests that span several different verbal and nonverbal domains. In fact, the RPM was originally developed as an easy-to-administer, easy-to-score alternative to traditional multi-domain intelligence tests, which can take many hours to administer and often yield complex, multi-dimensional subscores which must then be combined to create a final IQ score (Raven et al., 2003). Due to its ease of administration and scoring, as well as the fact that it requires little verbal instruction or explicit verbal comprehension, the RPM is widely used as a test of general intelligence in clinical, educational, occupational, and scientific settings.

1.1. Computational models of problem-solving on the RPM

Computational accounts of problem solving must specify what kinds of representations are used to contain problem information and what types of processes operate over these representations to generate solutions. Following
Nersessian (2008), we categorize representations of RPM problems along two dimensions:

(a) **Iconic versus propositional**: The term iconic refers to representations that are analogical, in the sense that they carry some structural correspondence to what they represent. In the case of iconic visual representations, this structural correspondence takes the form of shared spatial relationships. Propositional representations, on the other hand, carry no such correspondence between format and content.

(b) **Modal versus amodal**: Symbols used in an iconic representation can be either modal or amodal, depending on whether they are rooted in perceptual states. (Symbols used in a propositional representation are, by their nature, amodal.)

A linguistic description of the shapes and relations in an RPM problem would constitute an amodal propositional representation, for example: `is-left-of(triangle, circle)`. A diagram indicating the spatial layout of shapes with each shape described linguistically would constitute an amodal iconic representation, in that the representation shows some structural correspondence with the problem, but the linguistic symbols are not themselves directly related to perceptual inputs, for example: `triangle–circle`. An image showing both the spatial layout of shapes as well as their visual appearance would constitute a modal iconic representation, in that the representation shows structural correspondence with the problem as well as with the visual perceptual state that might be generated by looking at it, for example: `▲ ▪`.

The main representational distinction on which we focus is between computational models that use amodal propositional representations of RPM problems and computational models that use modal iconic representations. We discuss in the next section how these representational types might correspond to qualitatively different problem-solving strategies used by humans when solving RPM problems.

Hunt (1974) proposed the existence of two qualitatively different RPM strategies which varied primarily in how problem inputs were represented. Hunt’s “Analytic” algorithm used amodal propositional representations and operations such as constancy and addition/subtraction. This algorithm proceeded by first abstracting features from each matrix entry and then iteratively applying operators to the entries within a row or column, or to an entire row or column, to generate partial answer predictions. If the predicted answer was found among the answer choices and was unique, then the algorithm halted. If either of these conditions were not met, then the algorithm iterated to predict a different answer or to refine the current partial answer.

Hunt’s “Gestalt” algorithm, akin to mental imagery, used modal iconic representations and perceptual operations like continuation and superposition to solve RPM problems. The algorithm successively applied various visual operations to entries from the matrix in order to obtain an answer that matched one given in the answer choices, using an answer-iteration procedure similar to that used in the Analytic algorithm. However, neither algorithm was actually implemented.

All of the RPM models that have since been developed resemble Hunt’s Analytic algorithm in that they rely on a conversion of problem inputs into amodal propositional representations. None of these models have adopted the approach suggested by Hunt in his Gestalt algorithm.

Model #1: Carpenter, Just, and Shell (1990) implemented a production system that took as input hand-coded propositional descriptions of problems from the APM. The system chose from a predefined set of rules over matrix elements in order to predict an answer for each problem. The predicted answer was compared to the answer choices in order to choose the best match. The predefined rules were generated by the authors from an *a priori* inspection of the APM and were validated in experimental studies by observing what “rules” participants used while taking the test, as evidenced by verbal reporting protocols. Differences between low- and high-scoring participants were modeled by developing two different versions of the production system; the more advanced system contained an increased vocabulary of rules and a goal monitor for setting and adjusting the high-level problem-solving process being used. Both systems were tested against 34 of the 48 problems from the APM. The basic system solved 23 of these 34 problems, while the more advanced system solved 32 of the 34 problems.

Model #2: Bringsjord and Schimanski (2003) used a theorem-prover to solve selected RPM problems stated in first-order logic, though no specific results were reported.

Model #3: Lovett, Forbus, and Usher (2010) combined automated sketch understanding with the structure-mapping technique for analogy to solve problems from the SPM. Input images from the test were first redrawn by hand in Powerpoint, and the resulting vector graphics objects were fed into the system. The system translated these inputs into amodal propositional descriptions using a procedure for automated sketch understanding. Then, a series of strategies based on the structure-mapping technique for analogy were applied to detect certain patterns of structural relationships between various elements in the matrix. These derived structural relationships were also used to refine object segmentation and groupings by revisiting the original vector-graphics-based representations and extracting modified propositional descriptions that allowed for improved structural matches. Finally, each answer choice was inserted into the matrix, and the answer providing the closest matching structural relationship within the matrix was selected. This system was tested against 48 of the 60 problems on the SPM and solved 44 of these 48 problems.

---

2 To our knowledge, there have been no computational models of the RPM which use amodal iconic representations.
Model #4: The system of Cirillo and Ström (2010), like that of Lovett et al. (2010), took as inputs hand-drawn vector graphics representations of test problems and used an automated procedure to create hierarchical propositional representations of the problem information. Then, like the work of Carpenter et al. (1990), the system drew from a set of pre-defined patterns, derived by the authors from an a priori inspection of the SPM, to find the best-fit pattern for a given problem. The resulting pattern was used to predict an answer, though no explicit procedure was given for matching the predicted answer to one of the given answer choices. This system was tested against 36 of the 60 problems from the SPM and solved 28 of these 36 problems.

Model #5: Rasmussen and Eliasmith (2011) used a spiking neuron model to induce rules for solving RPM problems. Input images from the test were first hand-coded into vectors of propositional attribute-value pairs, and then the spiking neuron model was used to derive several individual transformations among these vectors and abstract over them to induce a general rule transformation for that particular problem. While the authors attested that this system could correctly solve RPM problems, they did not present any results regarding which specific tests or problems were addressed.

As mentioned above, despite considerable differences in computational architecture and in problem-solving focus, all five computational models of the RPM that have actually been implemented and tested have reasoned over modal propositional representations of test inputs. In addition, each model posits only one fundamental problem-solving strategy; individual differences in human RPM performance are assumed to stem solely from quantitative variations in this core strategy, rather than (as Hunt suggested might be possible) from qualitative differences between distinct strategies.

1.2. Human problem-solving on the RPM

There is considerable evidence that humans recruit qualitatively different strategies on the RPM in terms of what types of mental representations and operations are used for reasoning. In particular, the main contrast observed in the literature on human RPM problem solving is between visual and verbal strategies. Visual strategies are those that use modal iconic mental representations rooted in the visual perceptual modality; the use of mental imagery would fall into this category. Verbal strategies use modal propositional mental representations, such as linguistic descriptions of RPM problems.

One way in which strategy differences have been studied is as a function of problem type on the RPM tests, primarily through factor analyses of the SPM (Lynn, Allik, & Irving, 2004; van der Ven & Ellis, 2000) and of the APM (Dillon, Pohlmann, & Lohman, 1981; Mackintosh & Bennett, 2005; Vigneau & Bors, 2008). These studies have identified multiple factors underlying RPM tests, indicating variations in the recruitment of particular cognitive mechanisms for different problems, and have often divided test problems into two primary categories: those solved using visuospatial or gestalt reasoning and those solved using verbal or analytic reasoning (though it should be pointed out that, while the factor loadings themselves are statistically determined, labels for the various factors appear to be based on the authors’ own inspections of problem groupings by factor). Following the Gestalt/Analytic strategy divide proposed by Hunt (1974), Kirby and Lawson (1983) studied the performance effects of training students to use a particular strategy; part of this study involved developing a new series of test items on which the type of strategy being used led to a different selection of a “correct” answer choice, thus demonstrating the existence of strategy-linked answer types (in addition to strategy-linked problem types).

From neuroscience, one fMRI study of RPM performance (Prabhakaran, Smith, Desmond, Glover, & Gabrieli, 1997) found that patterns of brain activity differed significantly based on whether participants were solving “figural” versus “analytic” problems, using problem classifications derived from the Carpenter et al. (1990) computational work. Figural problems were found to induce brain activity primarily in spatial and object working memory regions, while analytic problems induced additional brain activity in verbal working memory and executive processing regions. Studies of patients with focal brain lesions have also found linkages between brain regions associated with specific types of visual or verbal processing and successful performance on figural versus analytic problems (Berker & Smith, 1988; Villardita, 1985).

DeShon, Chan, and Weissbein (1995) had participants complete the APM while simultaneously performing a “verbal overshadowing” protocol, in which they had to verbally describe their reasoning. The authors hypothesized that requiring overt verbal descriptions would bias participants towards using verbal instead of visual strategies and thereby impair performance on problems that would normally have been solved visually, a pattern which was borne out in the resulting data. These findings also call into question the experimental methodology of using verbal reporting protocols as a window into RPM problem solving, as the act of verbal reporting itself may cause shifts in an individual’s strategy; this “verbal overshadowing” phenomenon has been observed in other problem domains as well (Schoemaker & Engstler-Schoemaker, 1990; Schoemaker, Ohlsson, & Brooks, 1993).

Differences in strategy on the RPM have also recently come to light in studies of individuals with autism and their RPM performance in comparison with typically developing (TD) individuals. Evidence across many task domains suggests that individuals with autism may exhibit a general bias towards using visual mental representations over verbal ones (Kunda & Goel, 2008, 2011), and on the RPM in particular, Soulières et al. (2009) found using fMRI that individuals with autism had lower brain activation in
prefrontal and parietal areas associated with language and working memory and higher activation in visual occipital areas than did TD individuals. On a related but non-RPM set of matrix reasoning tasks, Sahyoun, Soulières, Belliveau, Mottron, and Mody (2009) found through examinations of response latency that individuals with autism exhibited a bias towards using primarily visuospatial mediation, whereas TD individuals and individuals with Asperger’s seemed able to additionally recruit verbal mediation in solving the problems. Finally, whereas, as mentioned earlier, the RPM scores of TD individuals are generally very well matched with their full IQ scores such as from the Wechsler scales, individuals with autism have often demonstrated RPM scores much higher than their Wechsler scores (Bölte, Dziobek, & Poustka, 2009; Dawson, Soulières, Gernsbacher, & Mottron, 2007), which is consistent with the notion of a reliance on visual strategies that might be sufficient for solving visually presented RPM problems but not for completing a full, multi-domain IQ test.

1.3. Motivation

In summary, there is considerable evidence from both behavioral and neuroimaging studies that humans use qualitatively different cognitive strategies to solve RPM problems, in terms of what types of mental representations and operations are employed. Some strategies appear to be based around modal iconic representations and cause neural activity in brain regions associated with visual and spatial processing, whereas other strategies appear to be based on amodal propositional representations and cause neural activity in brain regions associated with verbal processing. As we described above, existing computational models have focused exclusively on amodal propositional accounts of problem-solving on the RPM. We propose a complementary computational model that, like Hunt’s proposed Gestalt algorithm (1974), uses modal iconic representations of problem inputs. In particular, the affine model that we describe uses pixel-based representations of problem inputs and reasons over these representations using affine transformations and set operations. While this paper focuses on testing the affine model against the Standard Progressive Matrices version of the Raven’s test, our more recent work on the affine model has begun to look at the Advanced Progressive Matrices (Kunda, McGregor, & Goel, 2012). We conclude the introduction with four remarks about the scope of this work.

First, our aim is not to show that the affine model is “better” or “worse” than previous computational models, but rather to explore to what extent a particular set of iconic representations and mechanisms can succeed on a body of RPM problems, just as previous computational models have explored to what extent particular propositional accounts can be successful. We discuss results from the affine model in comparison with other models in order to evaluate how the representational commitments made by such models affect their performance on various subsets of RPM problems.

Second, the affine model demonstrates only one possible instantiation of the use of modal iconic representations for RPM problem solving. The spectrum of possible iconic representations ranges from the type of low-level, pixel-based representation used by the affine model to more complex representations explicitly containing edges, lines, shapes, topological information, etc. One question for further exploration is how models that use other types of iconic representations might perform on the RPM; we have developed one such model, the “fractal model,” which solves RPM problems in a manner very different from the affine model while still using iconic, pixel-based representations (McGreggor, Kunda, & Goel, 2010).

Third, while the affine model does not seek to provide an account of or model all of the microstructures and micro-processes of human visual cortical processing, the operations used by the affine model (affine transformations and set operations) are mathematically grounded for general forms of imagery or visualization and are based upon evidence from studies of mental imagery. Both affine transformations and set operations can be formally defined as general types of transformations over any two-dimensional space figures, whether pixels, edges, shapes, or otherwise. These types of operations, or operations that are computationally isomorphic, have been found to play a role in mental imagery tasks ranging from mental rotation (Shepard & Metzler, 1971) and scanning (Kosslyn, Ball, & Reiser, 1978) to image addition and subtraction (Brandimonte, Hitch, & Bishop, 1992).

Fourth, while the affine model was designed to use forms of inference similar to those evidenced by studies of mental imagery in humans, not all elements of the model are intended to be interpretations of human cognitive processing on the RPM. The primary intent of the model is to evaluate whether the content of the proposed knowledge representation is sufficient for solving RPM problems, using forms of inference that are cognitively plausible, even though certain aspects of the overall process may not be. Thus, the affine model represents a content model rather than a process model of how humans might solve RPM problems using iconic visual representations.

This work builds upon a long line of research on analogical reasoning. In earlier work, we showed how functional and causal knowledge of physical systems enables analogical reminding and transfer in both within-domain analogies (Goel, Bhatta, & Stroulia, 1997; Goel & Chandrasekaran, 1988) and cross-domain analogies (Goel & Bhatta, 2004; Griffith, Nersessian, & Goel, 2000). In that work, functional and causal knowledge was represented propositionally.

In later work, we showed that visual knowledge and reasoning alone can address some classes of analogy problems that had been assumed to require causal knowledge and reasoning (Davies & Goel, 2001; Davies, Goel, & Yaner, 2008). We also showed how visual analogies can account...
for several aspects of creative problem solving in scientific
discovery (Davies, Nersessian, & Goel, 2005) and engineering
design (Davies, Goel, & Nersessian, 2009). However,
this work used propositional representations; while the
content of knowledge was visuospatial, the form of represen-
tation was still propositional.

2. Affine model for problem-solving on the RPM

The affine model uses representations consisting of two-
dimensional arrays of grayscale pixels, with each pixel
associated with a single intensity value. These pixel-based
representations are iconic in that they preserve a spatial
correspondence with the patterns of light and dark areas
on the actual test problem inputs. They are modal in that
they remain in the same pixel-based format that was gener-
ated when test problems were scanned using a digital
scanner.

Specifically, the inputs to the affine model for a given
RPM problem are sets of images that represent the individ-
ual matrix entries and answer choices as presented in the
original RPM test booklet. For the $2 \times 2$ problem in
Fig. 1, the inputs to the affine model are the images shown
in Fig. 3, where $m_{ij}$ refers to the entry at row $i$ and column $j$
of the matrix, and $a_1$ through $a_n$ represent the $n$
answer choices given at the bottom of the problem. The output
of the affine model is a single number between 1 and $n$,
denoting its chosen answer.

2.1. High-level approach

At a high level, the basic approach used by the affine
model is to:

(1) Inspect the matrix portion of an RPM problem to
determine what relationship is present among the
existing matrix entries.

(2) Using this relationship, generate a predicted answer
in the form of an image for what entry might occur
in the empty spot in the matrix.

(3) Compare the predicted answer to each given answer
choice and select the choice that is most similar to
the prediction.

The relationship that the affine model attempts to deter-
mine in Step 1 is an image transformation that best

accounts for the variation among entries in any individual
row or column of the matrix. In its present implementa-
tion, the model examines both rows and columns before
selecting the single best-fit row or column in the matrix.
In Step 2, the model applies this same transformation to
whichever incomplete row or column is parallel to the first,
in order to generate its predicted answer. In these two
steps, the affine model is making two implicit assumptions
about the structure of RPM problems: (1) entries in a single
row or column of the matrix are related according to some
image transformation, and (2) parallel rows or columns are
analogous in that they share the same image
transformation.

Schematic illustrations of which entries the affine model
uses in Step 1 to induce row or column transformations are
given in Figs. 4 and 5 for $2 \times 2$ and $3 \times 3$ matrices, respec-
tively. These illustrations show which parallel incomplete
rows or columns are used together with the induced trans-
formation to generate the predicted answer in Step 2. For
example, looking at a $2 \times 2$ matrix as shown in Fig. 4,
the model might induce a row transformation relating
entries $A$ and $B$ and then apply this transformation to ele-
ment $C$ to predict an answer. Alternately, the model could
try to induce a column transformation in the same manner,
first relating entries $A$ and $C$ and then applying the induced
transformation to entry $B$. 

Fig. 3. Imagistic representation of the RPM problem shown in Fig. 1, fed
as input into the affine model.
For $3 \times 3$ matrices, the set of possible transformations is much larger, as there are eight matrix entries to consider instead of just three. Beyond considering unary transformations as in the $2 \times 2$ case, i.e. transformations converting a single given image into a single transformed image, $3 \times 3$ matrices present the possibility of binary transformations, i.e. transformations converting two given images into a single transformed image. For a $3 \times 3$ matrix, looking at row transformations, the model might induce a unary row transformation between adjacent entries $A$ and $B$ or adjacent entries $B$ and $C$, and then apply this transformation to entry $H$ to predict an answer, as shown in the top “row” matrix in Fig. 5. Or, the model might induce a binary row transformation relating all three entries $A$, $B$, and $C$, and then apply this transformation to entries $G$ and $H$, as shown in the bottom “row” matrix in Fig. 5. As with $2 \times 2$ matrices, all of these transformations for $3 \times 3$ matrices can be induced either across rows or along columns.

The illustrations of transformations shown in Figs. 4 and 5 represent not all possible relationships among entries in the matrix but merely one subset of such relationships that the current implementation of the affine model was designed to consider. These particular relationships were chosen to encapsulate a problem-solving strategy that focuses on single within-row or within-column relationships and assumes that parallel sets of entries share the same transformations.

Therefore, for a given RPM problem, the affine model proceeds by first inducing all possible transformations for the matrix, both row-wise and column-wise, according to the groupings shown in Fig. 4 or Fig. 5. The transformation induction process is described in more detail below. Each induced transformation carries with it a measure of “fitness” that varies between 0.0 and 1.0 to indicate how well that particular transformation fits its associated row or column, where 0.0 indicates a poor fit and 1.0 indicates a perfect fit. The affine model selects that transformation and associated row/column that has the highest measure of fitness, which completes Step 1.

In Step 2, the model applies this transformation to the appropriate incomplete row/column to predict an answer. Finally, in Step 3, the predicted answer is compared in turn to each given answer choice according to a similarity measure, which is also described below. The choice yielding the highest similarity value is chosen as the model’s answer.

### 2.2. Best-fit image transformations

We now describe the induction process for unary transformations (e.g. converting image $A$ to image $B$), with the detailed algorithm given in Table 1.

To begin, suppose we have two images $A$ and $B$. We wish to induce a transformation that represents the change in going from $A$ to $B$. This process is akin to image registration, in which two images are aligned according to some criteria that ultimately enable a “best-fit” correspondence to be found between the two images. In image registration, a correspondence between two images is found by matching features between the images, and any remaining differences are modeled as a combination of various types of geometric deformations and/or color transformations (Zitová & Flusser, 2003). While image registration is typically performed on real-world images, we adapt this approach for the affine model’s transformation induction process, as it seems well able to capture differences between black-and-white line drawings of the type found in RPM problems.

In particular, the affine model defines a composite transformation between two images as a combination of two geometric transforms and one color-based transform:

- (1) A base affine transform $t$ (e.g. rotation, reflection, etc.).
- (2) A translation $(x, y)$.
- (3) A pixel-wise composition operation $\oplus$ (e.g. addition, subtraction) together with a composition operand $X$, which consists of another image.

The affine model contains a finite set of base transforms which, for simplicity, are restricted to rectilinear rotations and reflections. Affine transformations such as shearing and scaling are not included, nor are other types of geometric image deformations.

To induce a composite transformation between two images, the affine model first uses a template-matching scheme to search across all possible base transforms and

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Algorithm for calculating best-fit composite transformation between image pair.</th>
</tr>
</thead>
<tbody>
<tr>
<td>For each base affine transform $t_i$:</td>
<td></td>
</tr>
<tr>
<td>I. Apply $t_i$ to image $A$ to create image $t_i(A)$</td>
<td></td>
</tr>
<tr>
<td>II. Search all possible translation offsets between images $t_i(A)$ and $B$ to find single offset $(x, y)$ yielding highest similarity between them</td>
<td></td>
</tr>
<tr>
<td>III. Determine image composition operation $\oplus$ and operand $X$ as follows:</td>
<td></td>
</tr>
<tr>
<td>- Calculate similarity $s$ between image $t_i(A)_{(x,y)}$ and image $B$</td>
<td></td>
</tr>
<tr>
<td>- Determine image composition operation and operand as follows:</td>
<td></td>
</tr>
<tr>
<td>- If $\Sigma(A-B) = 0$, then $\oplus$ and $X$ are null</td>
<td></td>
</tr>
<tr>
<td>- If $\Sigma(A-B) \leq \Sigma(B-A)$, then $\oplus$ refers to image addition and $X = B - t_i(A)_{(x,y)}$</td>
<td></td>
</tr>
<tr>
<td>- If $\Sigma(A-B) &gt; \Sigma(B-A)$, then $\oplus$ refers to image subtraction and $X = t_i(A)_{(x,y)} - B$.</td>
<td></td>
</tr>
<tr>
<td>The composite transformation $T_i$ is thus defined as precisely the transformation that changes image $A$ into image $B$:</td>
<td></td>
</tr>
<tr>
<td>$T_i(A) = t_i(A)_{(x,y)} \oplus X = B$</td>
<td></td>
</tr>
</tbody>
</table>

The similarity value $s$ represents how well this transformation fits images $A$ and $B$.

$T_i$ applied to a general image $Z$ can then be specified as:

$T_i(Z) = t_i(Z)_{(x,y)} \oplus X$
translations to find the combination of these two geometric transforms that results in the best correspondence between image A and image B. Then, given these particular geometric transforms, any remaining image discrepancies are accounted for by defining pixel differences between the two images as comprising the operand of an image composition operation, namely pixel-wise addition or subtraction. Which type of operation is selected depends on whether there are a greater number of pixels being added to or subtracted from image A to arrive at image B.

Then, the combination of these three transforms—base transform, translation, and image composition—is defined to be the best-fit composite transformation between image A and image B. The degree of “fit” (i.e. the strength of the discovered correspondence) is defined as the similarity value found during the template-matching process.

Inducing binary transformations (e.g. converting images A1 and A2 into image B) is a straightforward extension of this process. In particular, the algorithm for inducing a binary transform is identical to that shown in Table 1, except “image A” is first created by combining images A1 and A2 using a candidate binary transform.

2.3. Base transforms

The base unary transforms (i.e. transforming image A into image B) used by the affine model during the induction of composite transformations are drawn from the set of image operations that fall under the category of affine transformations (hence the name of the model), and in particular are restricted to orthonormal transformations only (i.e. rotation and reflection, combined with translation). In addition to the fact that affine transformations are a well-defined and thoroughly-studied type of image operation, there is evidence that human visual processing can apply affine transformations like scanning (i.e. scaling), and rotation to mental images, or at least operations that are computationally isomorphic (Kosslyn, Thompson, & Ganis, 2006; Shepard & Metzler, 1971).

The affine model presently uses the eight base unary transforms shown in Fig. 6, which comprise all possible rectilinear rotations and reflections. In addition, for 3 x 3 matrices, as mentioned earlier, the larger number of matrix entries introduces the possibility of using binary image transforms instead of unary ones (i.e. transforming images A1 and A2 into image B). The base binary image transforms used by the affine model are drawn from set composition operations to capture notions of image union, intersection, subtraction, etc., and are implemented at the pixel level as maximums, minimums, and differences of grayscale intensity values. Fig. 7 illustrates the five base binary transforms used by the model.

2.4. Visual similarity

The same similarity measure is used by the affine model in Step 1, for template matching during the transformation induction process, and also in Step 3, to select the final answer choice based on the predicted answer image. This measure is adapted from Tversky’s (1977) ratio model of similarity:

\[
\text{similarity}(A, B) = \frac{f(A \cap B)}{f(A \cup B) + \alpha f(A - B) + \beta f(B - A)}
\]  

In this equation, f represents some function over features in each of the specified sets A and B. The constants \( \alpha \) and \( \beta \)
are used as weights for the non-intersecting portions of $A$ and $B$. If $\alpha$ and $\beta$ are both set to 1.0, this equation becomes:

$$\text{similarity}(A, B) = \frac{f(A \cap B)}{f(A \cup B)}$$

(2)

For calculating the similarity measure, each feature is defined to be a single pixel, and intersection, union, and subtraction operations are defined as the maximums, minimums, and differences, respectively, of the pixels’ grayscale intensity values. The functions $f$ over sets of pixels are defined as simple summations of the feature comparison values over the entire image.

The particular formulation of Tversky’s ratio model used by the affine model makes one important assumption about pixels, which is that they can be treated as independent features within the pixel sets represented by images $A$ and $B$. While this notion of pixel independence is a strong simplification, it matches the assumptions made by basic template theories of visual similarity that define similarity based purely on evaluations of the extent of overlapping figural units (Palmer, 1978), which in our case are individual pixels.

2.5. A detailed example

We present one detailed example of the operation of the affine model, using the sample RPM problem shown in Fig. 1. First, the original problem image is broken into the constituent matrix entry and answer images, as shown in Fig. 3. Then, as shown in Fig. 4, there are two possible combinations of elements that are used to induce transformations: the elements across the first row and the elements down the first column. The base transforms used in the induction process are the eight rotations/reflections shown in Fig. 6.

For the top row and for the first column, the best-fit composite transformation $T_i$ is calculated by the model according to the algorithm shown in Table 1. The resulting similarity values from these calculations are given in Table 2. Once these similarity values have been calculated,
the transformation yielding the highest similarity is chosen as the defining transformation for the matrix. In this case, it is the rotate180-flip transform as applied to the images in the first row of the matrix, which yields a similarity value of 0.697. Then, for this particular transformation, the image composition operand is determined to be subtraction, as there are more pixels that are in A but not in B than vice versa, i.e. $\Sigma(A - B) > \Sigma(B - A)$. In other words, the second image B roughly equals the first image A transformed and minus some pixels.

The predicted answer image is generated by taking the first image from the second row, applying the rotate180-flip transform, and subtracting the same pixels that represent the difference between the images in the top row. In this particular case, the first row images are fairly closely matched, and so the pixels that are subtracted are few in number but not zero, due to slight imperfections in the input images. Finally, the predicted answer image is compared to each of the answer choices, as shown in Table 3. The most similar answer choice is selected as the affine model’s final answer, which is answer number 2, with a similarity value of 0.503.

2.6. Model configurations

We implemented three different configurations of the basic affine model described above.

<table>
<thead>
<tr>
<th>Transformation</th>
<th>Similarity</th>
<th>1st Image</th>
<th>2nd Image</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>identity</strong></td>
<td>0.438</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
<tr>
<td><strong>rotate90</strong></td>
<td>0.255</td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td><strong>rotate180</strong></td>
<td>0.323</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td><strong>first column:</strong></td>
<td></td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
<tr>
<td><strong>rotate270</strong></td>
<td>0.311</td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
</tr>
<tr>
<td><strong>identity-flip</strong></td>
<td>0.608</td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td><strong>rotate90-flip</strong></td>
<td>0.261</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
</tr>
<tr>
<td><strong>rotate180-flip</strong></td>
<td>0.289</td>
<td><img src="image15.png" alt="Image" /></td>
<td><img src="image16.png" alt="Image" /></td>
</tr>
<tr>
<td><strong>rotate270-flip</strong></td>
<td>0.256</td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
</tr>
</tbody>
</table>

**Standard configuration:** The standard configuration of the affine model used the Tversky ratio model of similarity, given in Eq. (2), and solved problems based on the single best-fit transform across any matrix row or column, as described in Table 1.

**SSD configuration:** In order to investigate the effect of using different formulations of visual similarity, this configuration uses a sum-squared-differences (SSD) measure of similarity instead of the Tversky similarity measure, defined as:

$$\text{similarity}(A, B) = \frac{1}{1 + \sum(A - B)^2}$$ (3)

Note that the model takes the reciprocal of one plus the sum of squared differences between pixel intensities in order to convert the usual SSD measure of difference, varying from 0 to positive infinity, into one of similarity, varying from 0.0 to 1.0.

**Aggregate configuration:** The standard affine configuration determines the best-fit image transformation for a matrix by searching among all possible base transforms and among all sets of entries listed in Figs. 4 and 5. For $3 \times 3$ problems, an alternate strategy was implemented that selects the best-fit image transformation by searching among the possible base transforms with fitness values averaged for sets of entries across all complete rows or columns. After the best-fit base transform has been chosen
Based on this aggregate fitness value, the single best-fit row or column is used together with the corresponding partial row/column, as in the standard algorithm, to generate an answer prediction. This configuration uses the standard Tversky similarity measure.

3. Results

The Standard Progressive Matrices (SPM) consists of 60 problems divided into five sets of 12 problems each, labeled Sets A–E, with problems increasing in difficulty both within and across sets. We tested the affine model on all 60 problems from the SPM. We began with a paper copy of the test and scanned it to create digital images of each problem. Each of the 60 problem images was manually rotated so that the matrix lay squarely along horizontal and vertical axes. Then, each problem image was subdivided into individual input images, as shown in Fig. 3.

Each $2 \times 2$ problem (Sets A and B) had three matrix image inputs and six answer choice images, with each image being roughly 135 by 90 pixels in size. Each $3 \times 3$ problem (Sets C–E) had eight matrix image inputs and eight answer choice images, with each image being roughly 80 by 60 pixels in size. Images were represented as arrays of grayscale intensity values, where a value of 0.0 corresponded to white and a value of 1.0 corresponded to black. To reduce the effects of image noise, the affine model converted any pixel intensity value less than 0.5 to a value of 0.0 throughout its computations.

The standard configuration of the affine model correctly solves 35 of the 60 problems on the SPM. For typically developing children in the US, this total score corresponds to the 75th percentile for 8-year-olds, the 50th percentile for 10-year-olds, and the 25th percentile for 12½-year-olds (Raven et al., 2003).

The SSD configuration of the affine model correctly solves 33 problems. It misses 6 problems that the standard configuration solves correctly—one from Set A, four from Set C, and one from Set E—and solves 4 problems that the standard configuration misses—all from Set E. A total score of 33 corresponds to the 75th percentile for 8-year-olds, the 50th percentile for 9-year-olds, and the 25th percentile for 11½-year-olds.

The aggregate configuration of the affine model correctly solves 38 problems. It misses two problems that the standard configuration solves correctly—one from Set C and one from Set E—and solves five problems that the standard configuration misses—two from Set C and three from Set E. A total score of 38 corresponds to the 75th

<table>
<thead>
<tr>
<th>predicted answer image</th>
<th>answer choice images</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Answer Image 1" /></td>
<td><img src="image2.png" alt="Choice Images 1" /></td>
<td>0.257</td>
</tr>
<tr>
<td><img src="image3.png" alt="Answer Image 2" /></td>
<td><img src="image4.png" alt="Choice Images 2" /></td>
<td>0.503</td>
</tr>
<tr>
<td><img src="image5.png" alt="Answer Image 3" /></td>
<td><img src="image6.png" alt="Choice Images 3" /></td>
<td>0.256</td>
</tr>
<tr>
<td><img src="image7.png" alt="Answer Image 4" /></td>
<td><img src="image8.png" alt="Choice Images 4" /></td>
<td>0.211</td>
</tr>
<tr>
<td><img src="image9.png" alt="Answer Image 5" /></td>
<td><img src="image10.png" alt="Choice Images 5" /></td>
<td>0.265</td>
</tr>
<tr>
<td><img src="image11.png" alt="Answer Image 6" /></td>
<td><img src="image12.png" alt="Choice Images 6" /></td>
<td>0.277</td>
</tr>
</tbody>
</table>
percentile for 9-year-olds, the 50th percentile for 11-year-olds, and the 25th percentile for 14-year-olds.

Breakdowns of these total scores across sets are shown in Fig. 8. As this figure shows, all three configurations of the affine model perform fairly well on Sets A and B while performing poorly on Set D. On Set C, the SSD configuration appears to be at a disadvantage, while on Set E, the standard configuration fares more poorly than the other two configurations. We discuss some possible reasons for these patterns of performance in the following section.

4. Discussion

4.1. The affine model: Results and analysis

The affine model performs surprisingly well on the SPM, given its limited repertoire of image operations. The standard configuration of the model, which uses only eight basic affine transformations along with five basic image composition transformations, correctly solves over half of the problems on the SPM, which is well above a random-guessing baseline.

One noticeable feature of the results is that all three configurations of the affine model do poorly on Set D, solving only one out of twelve problems. This low performance is even more striking when compared to expected score distributions for human test-takers: according to published norms, most people who receive total scores in the mid-30s have correctly solved 6 or 7 problems in Set D (Raven et al., 2003). Furthermore, Set E is typically more difficult for people than Set D, but all three configurations of the affine model do better on Set E than they do on Set D.

Upon inspection, it appears that nearly all of the problems in Set D require two types of manipulations of matrix elements: (1) permutations of entries across rows or columns and/or (2) segmentation of a single matrix entry into multiple elements that follow different transformation rules. For example, a problem might have three inner shapes that are permuted across rows and columns and three outer shapes that remain constant across rows, as illustrated in Fig. 9. The affine model cannot currently account for these types of transformations, though there is no a priori reason why such transformations could not be implemented using iconic representations. Permutations, which are implemented in propositional systems like the Carpenter et al. (1990) model as “distribution” rules over elements, could be handled by the affine model by translating entire rows or columns of the matrix to align identical entries or by considering diagonal sets of matrix entries in addition to rows and columns when inducing transformations. Segmentation or partitioning of images into subsets of objects or features could be performed by iteratively seeking transformations to successively explain differences between various subsets of pixels in each matrix entry, until no pixels remain to be explained.

Both of these types of operations would likely be necessary for a computational model to do well on Set D, as well as on the more difficult problems in the Advanced Progressive Matrices test. The Carpenter et al. (1990) model did not perform automatic image segmentation, as inputs were hand-coded (and thus hand-segmented) into propositional features. The Cirillo and Ström (2010) model also did not perform automatic image segmentation; inputs were redrawn by hand as segmented vector graphics before being passed into the model, and then an automated system extracted propositions from these representations. Lovett et al. (2010) also recreated test problems as segmented vector graphics, but their system did have the ability to re-group and re-segment discrete shapes and edges within the vector graphics representations. A question for future research might be to explore additional approaches to image segmentation that could be implemented within the affine model framework.

Simple probability calculations suggest that a random guessing strategy on the SPM would yield an average expected score of 8.5 out of 60 problems.
work is how automated image processing techniques might be applied to perform image segmentation of RPM problems, and what background knowledge is needed regarding the identities of shapes and other visual entities in order to perform such segmentation.

Another feature of the results is the flip-flop in performance between the standard and SSD configurations of the affine model on Sets C and E. On Set C, the standard configuration solves eight problems correctly, while the SSD configuration solves only four. On Set E, in contrast, the SSD configuration solves six problems, while the standard configuration solves only three. How does changing the similarity measure affect performance on these sets in such different ways? A closer look at each similarity measure suggests one possible answer.

Consider the image pairs shown in Fig. 10. For pairs AB and CD, the number of pixels that are different between the images within each pair is the same—two pixels—but the amount of common pixel content that is shared is different—four pixels in pair AB and only two pixels in pair CD. The Tversky measure, given in Eq. (2), privileges matches that share more pixel content, and so images AB yield a higher similarity value than do images CD. In contrast, the SSD similarity measure, given in Eq. (3), effectively ignores any pixel content that is shared; similarity is calculated only as a function of pixels that are different. Thus, the SSD measure yields identical similarity values for image pairs AB and CD, because within each image pair, there are two mismatched pixels. The opposite pattern can also occur: for image pairs EF and GH, the Tversky measure yields identical similarity values, but the SSD measure prefers pair EF, because EF has only two mismatched pixels, whereas GH has three mismatched pixels.

Looking at the problems in Sets C and E on the SPM, most of the problems in Set C involve shapes that are filled solidly or with textures. The Tversky similarity measure appears to be more successful at aligning these types of shapes than is the SSD measure, as image matches that share large swaths of pixel content will receive higher similarity ratings. The problems in Set E, in contrast, are mostly composed of thin edges and lines, for which the SSD similarity measure seems better able to capture fine differences between edge alignments in a pair of images.

Calculating similarity is a central facet of the affine model, and would be of any model using modal iconic representations. Our experiments with the affine model using two different formulations of visual similarity show that, while there can be non-trivial effects stemming from biases inherent in various similarity measures, the affine model as a general approach can accommodate different similarity measures without significant change in its problem-solving power. Despite the differences in these similarity measures, both model configurations correctly solve 29 of the same SPM problems.

Across all sets, the aggregate configuration (which also uses the Tversky similarity measure) performs as well or better than the standard configuration. One way to conceptualize why this is so is to consider that SPM problems, especially for $3 \times 3$ matrices, contain much redundant information that can be used to find the correct answer. For example, the same transformation often applies from the first entry to the second in a row, from the second entry to the third in that same row, and across the same pairs of entries in each additional row of the matrix. The aggregate configuration takes into consideration this redundancy of information, whereas the standard configuration considers only a single image pair (or triplet) at a time.

### 4.2. Comparison with other RPM models

Table 4 gives a comparison of the affine model with other computational models of the RPM. The first column identifies the model. The second column indicates whether the representations used are modal iconic representations or amodal propositional representations. The third column shows the type of input received by each model. The fourth column specifies high-level strategy with respect to whether each model (1) predicts the answer according to the information contained in the matrix and then compares this prediction to each answer choice, or (2) guesses each answer choice in turn and evaluates how well it fits into the matrix. Finally, the fifth column gives the scores obtained by each model on various sets of the SPM.

We focus on differences between the two models that use modal iconic representations—the affine model described in this paper, and the fractal model described in McGregor et al. (2010)—and those that use amodal propositional representations—the Carpenter et al. (1990) production system model, the Cirillo and Ström (2010) pattern-matching model, and the Lovett et al. (2010) structure-mapping model.

The two propositional models that have been tested on the SPM, Lovett et al. (2010) and Cirillo and Ström
(2010), both do quite well on Sets D and E when compared against the performance of the iconic models. Part of the reason for this difference may have to do with the image segmentation issue mentioned earlier. Sets D and E both contain complex problems that often involve multiple elements within each matrix entry changing in different ways across the matrix. Neither the affine model nor the fractal model performs any explicit image segmentation; all pixels in each matrix entry are treated as equal, and a single type of image operation is assumed to apply to every pixel. Both of the propositional SPM models receive inputs that have already been segmented into discrete shapes via the redrawing of test problems as collections of vector graphics. Identifying correspondences among these segmented shapes in various rows or columns is certainly a non-trivial reasoning task, and each of these models, as well as the Carpenter et al. (1990) APM model, expend considerable computational effort in discovering shape correspondences. It remains to be seen whether adding image segmentation capabilities to the affine model might boost its performance on Sets D and E up to the level of these propositional models without the need for explicit identification of discrete shapes.

One other interesting aspect of the SPM results is that (as far as we can tell from published findings) only the models using iconic representations have ever attempted Set A of the SPM, which, according to human normative data, is purportedly the easiest set on the test. The problems on Set A of the SPM (see Fig. 11 for examples), are qualitatively different from the problems on Sets B through E in that they resemble pattern-completion problems more than geometric analogy problems. It may be that part of the reason that no propositional models have been tested against Set A is because these types of problems are very difficult to represent using propositions, especially within propositional schemes that focus on representing discrete shapes and attributes. (The APM contains four problems resembling the problems in Set A of the SPM; of these four, only one was attempted by the Carpenter et al. (1990) model, and this one happened to contain discrete elements not unlike those in the geometric analogy type of problem, except with continuous lines added around the elements. No reason was given for the omission of the other three pattern completion problems, though again, according to human normative data, they were supposed to be some of the easiest problems on the test.)

Some of these types of problems likely could be represented propositionally as textures, but such an approach might prove difficult for problems such as that shown on the right of Fig. 11, in which no quadrant of the matrix contains a uniform texture. Furthermore, extracting propositional descriptions of texture directly from an image is in itself a difficult computational task. These problems might also be represented propositionally using a richer vocabulary that includes lower-level elements such as edges and lines (for example, as obtained by the edge segmentation process in the Lovett et al. (2010) model), but this approach could greatly increase the computational complexity of the problem; instead of problems containing two or three or even 10 elements per matrix entry, a single problem like those shown in Fig. 11 might have dozens or even hundreds of elements.

Such problems are very easy to represent using modal iconic representations of the type used by the affine and fractal models; the representation simply consists of the scanned images from the test. In fact, in terms of representation, none of the problems on the SPM are particularly harder or easier to represent than any others using a pixel-based representation. This type of representation seems to be a highly effective choice, as both the affine and fractal models do exceedingly well on Set A of the SPM.

Human factor-analytic studies of the SPM have typically classified these pattern completion problems as
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Table 4: Comparison of five computational models of RPM problem solving.

<table>
<thead>
<tr>
<th>Model</th>
<th>Type of representation</th>
<th>Inputs to model</th>
<th>High-level strategy</th>
<th>Set of SPM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>Carpenter et al. (1990)</td>
<td>Propositional</td>
<td>Hand-coded propositions</td>
<td>Predict answer</td>
<td>n/a; tested against APM only</td>
</tr>
<tr>
<td>Cirillo and Ström (2010)</td>
<td>Propositional</td>
<td>Redrawn vector graphics</td>
<td>Predict answer</td>
<td>n/a</td>
</tr>
<tr>
<td>Lovett et al. (2010)</td>
<td>Propositional</td>
<td>Redrawn vector graphics</td>
<td>Guess-and-check</td>
<td>n/a</td>
</tr>
<tr>
<td>McGregor et al. (2010)</td>
<td>Iconic</td>
<td>Scanned images</td>
<td>Guess-and-check</td>
<td>11</td>
</tr>
<tr>
<td>Affine model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Standard</td>
<td>Iconic</td>
<td>Scanned images</td>
<td>Predict answer</td>
<td>12</td>
</tr>
<tr>
<td>2. SSD</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Aggregate</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 11. Examples of the “pattern-completion” type of problems found in Set A of the SPM.
loading on a “gestalt” cognitive factor, in contrast to visuospatial or verbal factors. These data seem to suggest that pattern completion problems may be solved by humans using qualitatively different strategies than those used on the geometric analogy type of RPM problem. The affine model currently solves the problems in Set A using the same mechanisms used on later problems. In particular, the affine model looks at discrete transformations within the problem matrix, i.e. going from one image to another, which is akin to using a rule-based, albeit visual, approach (where the rules are conceptualized as image operations of affine and set transformations). A gestalt approach might differ by looking at the entire problem matrix as a whole, using principles of visual coherence such as symmetry and continuity.

Finally, as listed in the fourth column of Table 4, the high-level strategies chosen by various computational RPM models are not strictly constrained by their choice of representation. The affine model currently uses an answer prediction approach, which is similar to the high-level approach used by the Carpenter et al. (1990) model and by the Cirillo and Ström (2010) model. The fractal model uses a guess-and-check approach, which is similar to the high-level approach used by the Lovett et al. (2010) model. The application of both of these types of strategies in an iterative fashion was proposed by Hunt (1974), and studies of human behavior, primarily through eye-tracking analyses, have suggested that humans too use various combinations of prediction and testing in order to arrive at a final answer choice, and the images are posterized to remove any mismatches in size or alignment. We aim to show that the power of amodal propositional representations comes from their ability to abstract away from the raw pixel level, whether or not the inputs are sliced into constituent images for each matrix entry and answer choice, and the images are posteriorized to remove any light grey pixels, as they are assumed to be noise. Even after these preprocessing steps, however, the images fed as inputs into the affine model are still very noisy; they contain numerous pixel-level artifacts and misalignments from the scanning process, and in addition, the figures in the SPM test booklet are not (at a fine level of detail) as precise as they might appear to the human eye. For example, part of one matrix element that appears to be symmetric about its horizontal axis can be measured and found to be 15% longer on one side than on the other (for example, see answer choice #4 in problem D10 of the SPM). Elements that are clearly meant to appear identical across multiple matrix entries are not exact duplicates of one another; this becomes especially apparent in figures that incorporate textures such as stripes or polka dots.

For these reasons, the similarity values calculated by the affine model are often much lower than one might expect. In the example problem discussed earlier, even though the predicted answer looks very like one of the given answer choices, as shown in Table 3, the calculated similarity between the two images is only 0.503.\(^4\) For the 35 problems correctly solved on the SPM, the average final similarity value calculated by the affine model is 0.599.

One might ask, why not just create “clean” computerized input images to eliminate the imprecision found in scans of the SPM test booklet? We have three reasons for choosing to work with the original scanned images. The first reason is a simple one: given that humans use paper copies of the test, we feel that our models should try to tackle inputs that are as close as possible to the originals. Humans do not receive the benefit of having “cleaned up” versions of RPM problems, and so neither should a computer model.

A second reason has to do with model robustness when faced with low-level representational irregularities. Part of the power of amodal propositional representations comes from their ability to abstract away from the raw pixel level, and, for example, call two squares “identical” despite slight mismatches in size or alignment. We aim to show that methods using modal iconic representations can also achieve similar levels of robustness using calculations of visual similarity at the pixel level, whether or not the inputs have been “cleaned up.” The field of image processing regularly deals with noisy, imperfect images, and we wish to maintain some of that realism and take the actual RPM test problems as they come.

The third and most important reason for choosing not to redraw RPM problems is that we feel there is a strong methodological argument against it (whether they are redrawn as vector graphics or even just as more precise raster images). As an example, consider redrawing the shapes shown in Fig. 12. At first glance, these images might appear to be identical, and it would be tempting to create the first circle with stripes and copy it in order to create the second. However, closer inspection will reveal that, although the high-level texture might be described in the same way, at a low level, the images are drastically different—the calculated similarity between these two images is a mere 0.253! While the outer circular outlines are alike, the inner “textured” portion of each circle is almost exactly a negative image of the other.

\(^4\) This example problem was hand-drawn using rulers, stencils, and ink, in order to emulate the level of imprecision found in the actual SPM test booklet.
As another example, specific to redrawing problems as more precise raster images, consider the problem shown in Fig. 13, which was drawn using vector graphics in PowerPoint and then exported as a raster image. Looking just at the top row of matrix elements, and using the set of eight affine base transformations shown in Fig. 6, it becomes apparent that the top-row image transition could equally well be described as a “rotate180-flip” transformation (i.e. a reflection about the vertical axis) or as a “rotate270” transformation (i.e. a one-quarter counter-clockwise rotation). It follows that the model ought to compute that either of these transformations is equally well-suited, and choose one according to whatever tie-breaker is in place.

However, the actual output of the model depends, in fact, on how the problem was originally created using vector graphics, even after the images have been rasterized. In particular, when recreating this problem using vector graphics in Powerpoint, we took the original, top-left image in the matrix and constructed two different versions of the top-right image. For the first version (the “rotated version”), we took the top-left vector graphic and rotated it 90° to the left. For the second version (the “reflected version”), we took the top-left vector graphic and reflected it about its vertical axis. Then, all of these vector images were rasterized to create input images to feed into the affine model.

Results from calculating similarity values over all base affine transformations for these two versions of the top-row images are shown in Table 5. For the rotated version, the rotate transformation is found to yield the highest image similarity. In contrast, for the reflected version, the rotate180-flip (i.e. reflection) transformation is found to yield the highest similarity. While the slight differences present in the final rasterized images would likely not influence the behavior of a human taking the test, these differences represent enough of a bias that they can completely change the output of a model that uses pixel-based representations, to the point where reconstructing the input using the “correct” transformation leads to a correct answer from the model, while reconstructing the input with a different transformation leads to an incorrect answer.

As these examples show, when redrawing RPM problems, the specific choices by which “clean” images are created can have a non-trivial impact on the visual
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Table 5

<table>
<thead>
<tr>
<th>Base transform</th>
<th>Original images</th>
<th>s</th>
<th>Original images</th>
<th>s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>Rotated version:</td>
<td>0.456</td>
<td>Reflected version:</td>
<td>0.439</td>
</tr>
<tr>
<td>Rotate90</td>
<td></td>
<td>0.347</td>
<td></td>
<td>0.325</td>
</tr>
<tr>
<td>Rotate180</td>
<td></td>
<td>0.449</td>
<td></td>
<td>0.431</td>
</tr>
<tr>
<td>Rotate270</td>
<td>0.884</td>
<td></td>
<td></td>
<td>0.818</td>
</tr>
<tr>
<td>Identity-flip</td>
<td></td>
<td>0.341</td>
<td></td>
<td>0.340</td>
</tr>
<tr>
<td>Rotate90-flip</td>
<td></td>
<td>0.458</td>
<td></td>
<td>0.433</td>
</tr>
<tr>
<td>Rotate180-flip</td>
<td></td>
<td>0.881</td>
<td></td>
<td><strong>0.825</strong></td>
</tr>
<tr>
<td>Rotate270-flip</td>
<td></td>
<td>0.452</td>
<td></td>
<td>0.419</td>
</tr>
</tbody>
</table>
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information contained in the problem and thus can significantly alter the output of a computer model. Redrawing could also introduce bias if the drafter has foreknowledge of the computer model to be tested against the problems, as they may consciously or unconsciously redraw problems with the problem-solving algorithm in mind. Lovett et al. (2010) note that for their experiments, one of the SPM test problems was redrawn using a grey line instead of the original dotted line “for simplicity.” While humans solving this problem would likely not be much affected by such a change, it does raise questions of when such simplifications are appropriate and when they might, in fact, be materially changing the substance of a problem for a computational system. For all of these reasons, we have deliberately used images scanned directly from the printed SPM test booklet as inputs to our models.

4.4. Conclusion

The question of what sort of mental representations people use to solve particular tasks is central to the study of cognition. Psychology has provided evidence about how tasks are typically solved; however, for many tasks, there may be multiple strategies that can be used, and either for particular task variants or for different subsets of the population, different strategies may be at play (Kunda & Goel, 2011).

In the growing cognitive science literature on analogy, several lines of research have explored visual analogies (e.g. Casakin & Goldschmidt, 1999; Clement, 2008; Croft & Thagard, 2002; Davies & Goel, 2008; Evans, 1968; Hofstadter, 1995; Leyton, 2001; Nersessian, 2008; Ojha & Indurkhya, 2009; Stafford, 2001; Yaner & Goel, 2006). Several factors explain this emphasis on visual analogy: for example, the requirements of task and domain, explanations of behavioral data, and consistency with theories of mental imagery. Another important reason is that visual analogies support the construction of representations as well as re-representations, as advocated, for instance, by Indurkhya (1998) and Kokinov (1998). Indeed, Chalmers, French, and Hofstadter (1992) view much of analogy as high-level perception in which representations are constructed rather than assumed as given. The various theories of visual analogy, however, differ along the dimensions of modal/amodal and iconic/propositional representations.

Another good example of the distinction between modal iconic representations and amodal propositional representations comes from a series of findings in the domain of sentence–picture verification tasks (SPVTs). The basic SPVT presents the subject with two stimuli: a sentence or phrase describing some spatial relationship between objects, e.g. “The star is not above the plus,” and a picture illustrating the same objects in some arrangement, e.g. *.

The subject’s task is to make a true/false response depending on whether the sentence and the picture are consistent. Models of how people solve SPVTs have generally relied on the assumption that, given that the two stimuli are encountered in different modalities, they must be represented mentally in some common format in order to make direct comparisons between them (Clark & Chase, 1972). Early models of the SPVT further assumed that this common format was propositional, and these models were able to make predictions about response latencies that seemed well-matched by human behavior (Carpenter & Just, 1975; Clark & Chase, 1972).

However, further studies found evidence that under certain experimental conditions (Tversky, 1975) or for subsets of the population (MacLeod, Hunt, & Mathews, 1978), participants will recode both the sentence and the picture using pictorial encoding rather than propositional encoding. Later studies of the SPVT have confirmed these dual-strategy findings using both behavioral and neuroimaging measures (Coney, 1988; Neubauer & Freudenthaler, 1994; Reichle, Carpenter, & Just, 2000). Clark and Chase (1972) had explicitly discounted the notion of pictorial encoding being used on the SPVT, though their arguments were mainly directed against pictorial encoding being the only strategy in use by humans. They had also adopted a limited view of the representational power of pictorial encodings and mental imagery that has since been strongly criticized (Barsalou, 1999).

How does this body of work on SPVTs relate to current research on the RPM? Apart from basic processes of perception and response generation that must take place in any task of this sort, both tasks appear to be amenable to two core reasoning strategies that are qualitatively different in terms of representation, in particular a propositional/verbal representation versus a iconic/pictorial representation. For both the SPVT and the RPM, it seems unlikely that one type of strategy is the “correct” one; rather, they form complementary accounts that are both commonplace in human cognition. In both tasks, strategy variations appear to manifest as between-individual differences, in that certain individuals seem to prefer one strategy over another, as well as within-individual differences, in that single individuals often appear capable of using either strategy. Finally, fMRI studies of both tasks have found evidence for different patterns of brain activation depending on the strategy being employed, and these patterns are consistent with the verbal versus visual nature of each strategy.

A major success from studies of the SPVT has been the ability to connect detailed computational or theoretical models of each type of strategy to specific behavioral predictions about response latencies. While the cognitive science literature on the RPM does propose many detailed models, including the one in this paper, we do not yet have clear and precise behavioral predictions that could be used to identify when an individual might be using a particular strategy. The issue is further complicated by the fact that qualitative differences in RPM strategies seem to lie along several orthogonal dimensions, from differences in representation (e.g. visual versus verbal strategies) to differences in high-level approach (e.g. answer
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prediction versus guess-and-check) and potentially many others (Vigneau et al., 2006). The closest example of a model-to-behavior prediction comes from the Carpenter et al. (1990) paper, which makes predictions about the numbers of eye fixations that subjects might make on different types of problems. While the experimental results presented are consistent with the model in certain respects, there is ambiguity in terms of which portions of the model might be validated by such data. For example, while the eye-gaze data might elucidate a participant’s high-level approach (i.e. answer prediction versus guess-and-check) or whether they adopt a rows-first or columns-first tactic, no direct relationship exists between the eye gaze data and the use of a purely propositional strategy; the data might be equally well fit by a model that uses iconic representations.

Thus, in order to generate useful predictions about human RPM performance, an RPM model must be precise in its commitments to the particular type of strategy variation it is attempting to discern. We identify five potential areas for RPM predictions—reaction time, eye-tracking, accuracy, error patterns, and neuroimaging—and briefly discuss their relationships to the affine model presented in this paper.

**Reaction time:** Measures of reaction time were the primary means of validation for the early SPVT studies discussed above. However, the RPM represents a much more complex task than the SPVT; while the SPVT contained discrete and sequential stages that made it easy to predict reaction times using simple additive assumptions, the RPM, as conventionally given, is not readily broken down into stages, as it involves a single presentation of the entire problem and all answer choices at the same time. In addition, people likely do not solve the RPM in a unidirectional and sequential fashion. Hunt’s (1974) RPM algorithms contain numerous loops and iterative sub-processes. Furthermore, the affine model in particular does not represent a detailed process model of the problem-solving procedure. It may be that the affine model can be used to predict reaction time through some proxies, such as number of transforms used for a given problem, but this approach might be confounded by whether the predictions are a function of item difficulty, independent of representational modality. Thus, reaction time studies seem a difficult path for testing representation modality-based models of RPM problem-solving.

**Eye-tracking:** Eye-tracking studies of human RPM performance have the ability to elucidate patterns of visual attention. Eye-tracking data have already been used to study people’s high-level approach to solving RPM problems, in terms of whether they predict an answer or guess-and-check among the available answers (Bethell-Fox et al., 1984; Hayes et al., 2011; Vigneau et al., 2006). However, it is not apparent how this type of eye-gaze data could illuminate what type of representation modality an individual is using, as the same attentional strategy might be feasible to use with various representations, and a single representation modality might be amenable to different attentional strategies.

**Accuracy:** Accuracy data may be useful in distinguishing among various representational strategies, particularly through the identification of problem subtypes, i.e. a particular problem may be very easy, very difficult, or even impossible to solve using a particular type of representation. Identifying or developing such problem subtypes, however, is no simple matter. One approach is to base subtypes on human performance data; however, one potential confound for this approach lies in the difference between how problems are typically solved versus how they can be solved (Kunda & Goel, 2011). Many studies of the RPM, such as factor analytic studies, identify problem types based on how a majority of their participants appear to solve particular problems; however, these problem classifications are not sufficient to show whether, for instance, a “verbal-analytic” problem might in fact be solvable using visual representations, even if not typically solved that way. Another approach might identify subtypes based on the results of a computational model; however, while a particular model can show that a representation is sufficient for solving a particular problem, it is very difficult to rule out representations as being potentially successful. A different approach that may be more promising is to classify or develop problems based on a structured understanding of how problem components interact with difficulty levels—in other words, constructing problems specifically to tax certain cognitive processes (Primi, 2001; Meo, Roberts, & Marucci, 2007). Primi (2001) gives an excellent example of how two problems can be identical in terms of the numbers and types of rules and elements that they contain, which would make them equally easy to solve using a propositional strategy (after encoding), but vary significantly in terms of their perceptual organization, which would lead one problem to be easily solvable using a visual strategy but the other much more difficult. This approach could begin to distinguish between visual and verbal strategy use in humans, although care would need to be taken to account for perceptual operations that contribute to the encoding portion of verbal strategies.

**Error patterns:** Different representational strategies may well lead to observable differences in patterns of errors on the RPM, particularly in terms of which wrong answer might be chosen for a problem answered incorrectly. We are currently attempting to discern strategy differences between typically developing individuals and individuals with autism by looking at patterns of errors made on the SPM by human subjects and by the affine model. Part of this work will include refining the affine model to specify how final answer choices are selected based on computed similarity values, yielding probability distributions over the answer choices that can then be compared to human data. Results from this work are still preliminary (Kunda, Soulières, Mottron, & Goel, 2011). Another promising approach for examining error patterns is to artificially construct RPM items such that different strategies clearly bias
test-takers towards one answer choice versus another. Kirby and Lawson (1983) developed a set of items, based on Hunt’s (1974) analysis of Gestalt and Analytic strategies, which had ambiguous answer choices of this kind.

**Neuroimaging:** Much neuroimaging data on human RPM performance has seemed consistent with the idea of a distinction between visual and verbal strategies (Prabhakaran et al., 1997; Souléries et al., 2009). Insofar as fMRI data can distinguish between broad areas of brain activation for visual versus verbal cognitive processing, neuroimaging will continue to be very useful in the study of representational strategy differences on the RPM. However, these data may be too coarse-grained to make finer distinctions about details of various strategies, for instance in distinguishing among different visual strategies or characterizing particular aspects of a mental representation.

In conclusion, ever since Hunt’s (1974) work suggesting that the RPM is amenable to solution using different types of representations, there has been a growing body of behavioral and neuroimaging evidence suggesting that human RPM strategies do differ according to whether they use visual or verbal representations. For both practical and theoretical considerations, it is essential that we continue to investigate and discuss a diverse range of RPM strategies in order to better understand the entire collection of problem-solving processes that humans use when solving the test. To this body of work, we add evidence from the affine model showing that visual RPM strategies using modal iconic representations are computationally feasible.
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